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Motivations
Context

• Component-graphs (CGs) generalize component-
trees to images with values in partially ordered sets.

• CGs allow for the development of various image
processing approaches.

• CGs are not trees, but directed acyclic graphs:
this induces a structural complexity associated to a
higher combinatorial cost.

Purpose

• New way of building and manipulating CGs: pur-
pose of reaching reasonable space and time costs.

• Tackling complexity issues is required for involving
CGS in efficient image processing approaches.

Basic notions on Component-Graphs
Image I defined on a the vertices of a non-directed graph (Ω,a), taking values in an
ordered set (V,6). ∣∣∣∣ I : Ω −→ V

x 7−→ v
(1)

For any v ∈ V , the thresholding function at value v is defined by∣∣∣∣ λv : V Ω −→ 2Ω

I 7−→ {x ∈ Ω | v 6 I(x)} (2)

For any X ⊆ Ω, the set of the connected components of the graph (X,a) is noted C[X].
Let v ∈ V and X ∈ C[λv(I)]. The couple K = (X, v) is a valued connected component.
The set Θ of all the valued connected components of I is

Θ =
⋃
v∈V
C[λv(I)]× {v} (3)

The component-graph of I is the Hasse diagram G = (Θ,J) of the ordered set (Θ,E).

An example of Component-Graph
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(V,6) – Hasse I : Ω→ V
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From top left to bottom right: λa(I) to λj(I)
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G = (Θ,J)

Construction strategy
• Building the set of leaves Λ ⊆ Ω.

• Building the function ρ : Λ→ 2Ω that maps each leaf to its reachable zone.

• Building the reachable zone graph R = (Λ,aΛ).

• Computing the valuation function σ : Λ× Λ→ 2V of R and the associated reachable zone graph (R, σO).
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Computational cost
• Theoretical time cost: O((k.|Ω|δ)2/|Λ|β)

• Experimentations with color image (partial order RGB) lena at different size:

• Measured complexity: O(|Ω|log2(3)) ≈ O(|Ω|1.58).

Contributions and perspectives
With these data-sructures, we can manipulate an implicit
model of CG, and answer the following questions:

• Which are the nodes of G?

• What is a node of G?

• Is a node of G lower, greater, or non-comparable to
another, with respect to E?

Next steps

• Interactive segmentation.

• Distributed algorithmics.

• Cache data-structure.
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