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Abstract. Post-harvest fruit grading is a necessary step to avoid disease related
loss in quality. In this paper, a hierarchical method is proposed to (1) remove the
background and (2) detect images that contains grape diseases(botrytis, oidium,
acid rot). Satisfying segmentation performances were obtained by the proposed Lite
Unet model with 92.9% IoU score and an average speed of 0.16s/image. A pre-
trained MobileNet-V2 model obtained 94% F1 score on disease classification. An
optimized CNN reached a score of 89% with less than 10 times less parameters. The
implementation of both segmentation and classification models on low-powered
device would allow for real-time disease detection at the press.
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1. Introduction

The impact of diseases is one of the main problems in agriculture. Diseases are directly
responsible for yield and quality loss in many cultivars. The Food and Agriculture Or-
ganization of the United Nation estimates that plant diseases and invasive insects are
responsible for 20% to 40% worldwide yield loss [1]. Disease detection is therefore an
important problem in the field of Smart Agriculture. Recent advances in computer vision
allow for in-field symptoms detection of plant disease. The development of new models
is made easier with deep convolutional neural networks that can directly process images.
Automatic plant disease detection in field conditions is difficult because there are many
challenging factors such as background, natural lighting, symptoms variations, plant phe-
nological stage, etc. Post-harvest detection is therefore still applied during a grading pro-
cess. Fruits and vegetables grading also includes the detection of others defects such as
bruises or lack of maturity.

In this paper, our research is focused on post-harvest grape grading before the press-
ing stage. Winemakers use preventive pesticide spraying to limit disease proliferation.
However, infected grapes can still be harvested if needed. For this reason, a grading pro-
cess is applied before the pressing to sort the grapes into quality categories. This is nec-
essary to limit the quality loss induced by infected grapes in the press. Our goal is the
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automation of this process with computer vision. Our approach is based on deep learning
with semantic segmentation models for automatic grape disease detection. Our two main
contributions are the development of an optimized UNet model for automatic grape de-
tection in the existing industrial context and the development of an optimized CNN for
disease classification.

The paper is organized as follow: related works are presented in Section 2, the image
acquisition protocol, the datasets and the proposed methods are presented in Section
3; then the segmentation and classification results are presented in Section 4, before
presenting our conclusions and future works.

2. Related Works

Automated vine disease detection is a dynamic sub-field of AI research in agriculture
because it would allow for large scale detection of diseases on the field or after harvest.
This work is mainly performed by human operators, whose detection of grape diseases
are often biased [2]. In comparison, computer vision over-performs humans in a single
grape leaf disease classification task [3], all while ensuring an unbiased evaluation.

Plant disease detection from RGB images is a difficult task. Many difficulties have
been described in details in the work of Barbedo [4]. Building a representative dataset is a
complex task because there are many sources of variations (phenological stages, disease
severity, weather and lighting conditions, etc.). This also leads to heavily unbalanced
classes because the symptoms represent a small part of the images.

A first application is grape disease detection from images of individual leaves. This
is a popular example because it is easy to develop. The processing pipeline is always
the same: (1) images of diseased grape leaves are collected, (2) background removal
can be easily done with thresholding segmentation, (3) symptoms regions candidates are
detected and then a classifier is applied on every region after feature extraction. Different
diseases and methods are proposed in many research works but the environment and task
is almost always the same.

Most notably, deep learning with pre-trained GoogleNet model reached 99.35% ac-
curacy on the PlantVillage dataset that contains 14 crop species and 26 diseases. This in-
cludes grape leaves affected by Leaf Blight, Black Rot or Esca disease [5]. Deep learning
have been recently applied to symptoms quantification with an object detection model
based on Faster R-CNN and it reached 81% mean Average-Precision [6].

Practical in-field disease detection is a more difficult task for multiple reasons. The
images contain more complex scenes, whole vines instead of a single leaf for example,
with natural background and lighting. Multiple deep learning-based models have been
proposed recently. Popular object detection architectures, Faster R-CNN [7], R-FCN [8]
and SSD [9], were successfully applied on tomato symptoms detection on greenhouse
images. A single model reached 83% mean Average Precision on leaf and gray mold,
canker, plague, miner, low temperature symptoms, mildew, whitefly pest and nutritional
excess [10]. This type of model can be optimized for in-field real time prediction, which
would allow for efficient large scale processing.

Data augmentation is systematically used to train deep learning models because
they need huge quantity of labeled data. This requires a lot of human time for label-
ing and computing power for model training. A more classical, feature extraction based,
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approach does not have this limitation. Such approach was recently applied to in-field
downy mildew detection by using color and texture(with the Local Structure Tensor) fea-
tures with Gaussian mixture modeling and seed-growth correction [11]. A recall rate of
76% with 83% precision rate were obtained on pixel-wise mildew classification from in-
field images taken with a flash. These performances are calculated on the labeled pixels
and does not entirely represent the performances on mildew spot detection. The labeled
dataset was published as a benchmark [12].

Ideally, winemakers want to avoid putting diseased grapes in the pressing batches.
In practice, diseased grapes incidence may be too high and could represent a big propor-
tion of the yield. Therefore, post-harvest disease quantification is necessary for grapes
grading: healthy grapes and diseased grapes are separated to keep a good wine quality.
There are few published research work about post-harvest grape grading from images.
The authors of Vazquez-Fernandez proposed a segmentation algorithm based on Gabor
filters and pixel classification from raw pixels neighborhoods for grape batch segmenta-
tion (ripen grapes, green grapes, rotten grapes, leaves, etc) [13]. A classification success
rate of 94% was obtained with multi-layer perceptron at the pixel level. The proposed
method used artificial lighting with a simple industrial background to avoid confusion. It
does not take the low probability of diseased grapes into account during the prediction,
this can result in many false positives. Another published work proposed an automatic
stem and leaves detection method from hyper-spectral images [14].

Our two contributions are: (1) grape detection at the press without interfering in the
current grading process and (2) the detection of grape crates that contain grapes infected
by botrytis, oidium and acid rot. This method would ideally be applied directly in the
pressing site without specific calibration and without costly changes in the process.

3. Materials and Methods

The presented work has been carried on three image collection campaigns from 2019 to
2021. This section presents the developed acquisition protocol used in 2019, 2020 and
2021, the collected datasets, the proposed methods and the evaluation metrics.

3.1. Image acquisition

An image acquisition protocol was defined in summer 2019 to collect images for super-
vised learning. This protocol was designed to be applied directly on the existing indus-
trial setting without too much interference. Data collection was performed in Vranken-
Pommery Monopole’s wine presses during the weighting stage. The existing industrial
process is the following: (1) pallet’s containing one to four levels of four grape crates are
delivered on the press site; (2) each pallet is moved to the weighting site to collect rele-
vant information (weight, variety, parcels); (3) a quality grade is attributed to the whole
pallet after a quick visual inspection by an employee (potential alcoholic content is also
estimated during this stage); (4) the pallet is then moved to the docks before pressing.

The quality grade depends on multiple factors like the presence of diseases (oı̈dium,
botrytis, mildew), leaves, soil, etc. It is assumed that the visible area on the upper level
of the pallet is representative of the whole pallet. The visual inspection is subjective to
the human employee who can be biased by fatigue, visual impairment, etc. Automating
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this inspection is the goal of the project. GoPro Hero Black 7 cameras, with 4000x3000
resolution, were attached over the weighting sites to obtain images of the visible area
of the pallets. The camera’s WiFi connection is used with a computer to associate the
images to the properties of the pallets (quality grade, variety, weight, alcoholic content).
The installation was performed by our team and the data collection was performed by
Vranken-Pommery’s employees.

Data collection campaigns were carried on in two wine press in 2019 and 2020 in
Tours-sur-Marne and Merrey-sur-Arce in France. A third site in Saudoy was added to
the campaign in 2021. The industrial process was not changed. The two first sites are in
semi-open area and can be affected by the sun light and multiple pallets can be visible
in the images. Artificial lighting was only used during the 2021 campaign in Tours-sur-
Marne. The resulting datasets were cleaned, few images were removed (redundant takes
or dark images taken near sun fall). Each visible crate of the weighted pallet is labeled for
binary segmentation with LabelMe polygonal mask [15]. Most images contain 4 crates.
Therefore, the segmentation allow us to process each crate separately to detect the dis-
ease. Each crates were extracted from the images and they were split into two classes:
class 0 for the healthy crates(beside sunburn damages) and class 1 for the crates that
contain infected grapes (botrytis, oidium, acid rot).

3.2. Methods

3.2.1. Segmentation for grape detection

Classical image processing techniques can be used for background removal. In this con-
text, thresholding in the HSV space mixed with Gabor-filter-based segmentation, as pro-
posed by [13], was developed and tested on the 2019 dataset. This resulted in about 50%
rate of accurate segmentation. This was due to variable lighting, variable grape size in
pixels and variable color. Development time was therefore shifted to image labeling and
deep learning for image segmentation without subjective choices of features and decision
rules. Model training and inference were performed on a Nvidia DGX-1 server with a
single Tesla V100 GPU for acceleration.

The proposed segmentation model is a lite Unet model. The Unet [16] model is a
popular encoder-decoder neural network designed for semantic segmentation. The en-
coder is used for feature extraction and the decoder is used for dense pixel prediction.
Pre-trained Unet models are available, most of them contains too many parameters. In
our case, the Unet model was optimized to allow for real time segmentation. A simplified
representation of the proposed model is shown in Figure 1

The encoder is defined as a succession of four pooling blocks. Each block contains
two convolutional layers, with a skip connection [17], and a 2x2 pooling layer. Batch nor-
malization was applied before Relu activation for the first layer and without activation for
the second layer. The encoder is followed by a similar central block without the pooling
layer. Then, the decoder contains one up-sampling block for each block of the encoder.
It is similar to the down-sampling block with reversed order (up-sampling-convolution-
convolution). There is a skip connection between each pair of down/up-sampling blocks,
outputs of both block are concatenated. The segmentation mask is produced by a convo-
lutional layer with a single filter with sigmoid activation.

The size of the model can be changed by increasing/decreasing the number of filters
for each layer. In our case, the model should be as small as possible to allow for real-time
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Figure 1. Architecture of the proposed lite UNet model.

prediction during the deployment stage. The number of filters is kept small, between 8
and 64, to limit the model size to 173k parameters. Furthermore, the model is directly
applied on the whole images. The image size was reduced from 4000x3000 to 800x600
pixels to fit into memory.

The training was performed on images from 2019, 2020 and 2021. Data-sets were
split into training/validation sets for each year, each location and for each color. In total,
1643 images were used for training (970 of red grapes and 673 of white grapes) and 714
were used for validation (421 red grapes, 293 white grapes). Jaccard index and Intersec-
tion over Union were used respectively as loss function and segmentation metric. Adam
optimizer with a learning rate of 0.0001 and batch size of 16 was used for the training.
Early stopping with a patience of 30 epochs was used as regularization.

3.2.2. Classification

The next step is disease detection at the crate level after background removal. The im-
ages from the three campaign(2019,2020 and 2021) enabled us to create a large dataset
with 3300 images of crates in the ”Healthy” class and 1600 in the ”Disease” class
(about 32.6%). Three models were compared after 5-fold cross-validation on 256x256
images. Images were pre-processed with Contrast Limited Adaptive Histogram Equal-
ization(CLAHE) to enhance the contrast [18].

The first model is the MobileNet-V2 [19] classification model pre-trained on the
ImageNet dataset. MobileNet models were designed specifically for mobile applications.
They serve as backbone for classification, segmentation and object detection architec-
tures. MobileNet-V2 uses depth-wise separable convolutions to reduce the number of
parameters. The pre-trained MobileNet-V2 was automatically downloaded by the Keras
Applications API. The last layer of the model was replaced by a dense layer with 2 neu-
rons and softmax activation. Fine-tuning was performed with the Adam optimizer with
early stopping and with automatic decrease of the learning rate after few epochs of stag-
nation. Batches of 32 images for a maximum of 200 epochs were used. Training was
performed directly on the unbalanced dataset.

The second model is a custom CNN designed to have a small number of parameters.
This CNN uses five down-sampling blocks and two dense layers. Each down-sampling
block contains two convolutional layers followed by batch-normalization. The first layer
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Figure 2. Down-sampling block used in the proposed CNN.

is also followed by a Relu activation. Skip connection and Relu activation is then applied
by adding the input and the output of the second layer. Finally, max-pooling is applied to
reduce the spatial size of the feature maps. The five blocks uses respectively 8, 16, 32, 64
and 64 filters for each convolutional layers. The block structure is shown in Figure 2. A
fully connected layer with 128 neurons was then applied with 50% drop-out probability,
the output layer is a dense layer with 2 neurons and softmax activation. The same train-
ing configuration was used to train this model. However, full oversampling of the mi-
nority class was used to balance the dataset. This model contains only 164k parameters
compared to over 2M for MobileNet-V2.

The third model is a baseline classifier based on the classic approach of feature ex-
traction. Six features were computed from the Grey-Level Co-Occurrence(GLCM): dis-
similarity, contrast, homogeneity, Angular Second-Moment(ASM), energy and correla-
tion [20,21]. They were computed for each RGB channels. Color features, average value
and standard-deviation, were also used. The resulting 24 features were used to trained a
SVM classifier with radial-basis function kernel.

Evaluation was performed with the classification metrics: Recall, Precision, F1, area
under the ROC curve and area under the Precision-Recall curve.

4. Results

4.1. Segmentation model

The proposed model reached 92.9% IoU on red grapes and 92.6% on white grapes. A
segmentation result is shown in Figure 3. Similar performances were observed in every
year and every pressing sites. The detailed results for the 2021 model are shown in Table
2. The model was able to detect the grapes in the weighting zone only. In the 2021 val-
idation set, 88 of the 275 images contain visible grapes outside of the weighting zone.
However, false positives occurred in only 3 of the 88 images. Multiple errors can be seen
in Figure 4: (1) grapes in the background, (2) confusion with the ground and (3) the seg-
mented crates are not completely separated. These kind of errors can be easily removed
with morphological operations. Finally, the inference speed of the model was measured
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Table 1. Training and validation performances of the models.

Model % Training IoU % Validation IoU

UNet-2021 Red Grapes 93.6 92.9

UNet-2022 White Grapes 93.4 92.6

Figure 3. Example of UNet inference: left) Original image from Tours-sur-Marne 2021; center) Labeled mask;
right) Predicted mask (93.5% IoU)

Table 2. Intersection over Union for each subgroup of the final dataset.

Split
Training Validation
Red White Red White

Merrey 2019 93.2 92.4

Tour 2019 91.2 91.5 89 90.2

Merrey 2020 93.3 93 93 90.5

Tour 2020 94 93.4 93.7 92.6

Merrey 2021 91.7 92.3 89.6 93

Tour 2021 93.8 93.8 93.3 93.6

Saudoy 2021 93.5 93.4 93 92.5

Figure 4. Example of faulty segmentation: left) Original image from Tours-sur-Marne 2021; center) Labeled
mask; right) Predicted mask with multiple errors

on the 275 validation images from 2021. The average segmentation time was 0.16s per
image. The reduced size of the images and the model, with only 137k parameters, will
make optimization on low-powered devices easier.

4.2. Classification model

Results for the Classification model are shown Table 3. The pre-trained MobileNetV2
reached a F1 score of 92%, compared to 89% for the customized lite CNN. MobileNet-
V2 fine-tuning was also tested in 2020 and it was unable to converge. We can also note
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Table 3. Classification performances of the three models.

Models Split Recall Precision F1 AUC ROC AUC PR

MobileNetV2
Training 0.99 0.9 0.94 0.99 0.98
Validation 0.94 0.9 0.92 0.97 0.95

Lite CNN
Training 0.99 0.94 0.97 0.99 0.99
Validation 0.93 0.86 0.89 0.97 0.94

GLCM+SVM
Training 0.91 0.87 0.89 0.94 0.92
Validation 0.82 0.75 0.76 0.92 0.83

that both model obtained similar Precision-Recall AUC with 0.95 for the MobileNetV2
model and 0.94 for the lite CNN. This is important because the lite CNN has only 164k
parameters compared to 2.2M parameters for MobileNetV2. The lite CNN could be eas-
ily implemented on a low-power device with a smaller classification threshold to allow
for real-time prediction directly in the pressing site. We also note that the gap between
training and validation scores is bigger for the lite CNN compared to the MobileNet
model. This is probably due to duplication oversampling. Training with data augmenta-
tion could be necessary to reduce over-fitting.

This gap was even bigger for the GLCM+SVM model with 89% training F1 and
76% validation F1. This is mostly due to the precision rate of 75%. In this case, deep
learning was able to surpass the classical method with a difference of +10% in recall,
precision and F1 scores. This does not mean that a classical method could not reach the
same level of accuracy. But it would imply extensive development for feature extraction,
features and models selection. The choice might depend on the hardware available to the
researchers. Deep learning for images needs at least one powerful, expensive, GPGPU.
Classical methods can be executed without GPGPU (they still need careful optimization)
but might need more development time. Classical methods are also easier to interpret
because every steps are defined by the developer. In the case of deep learning, neural
networks have the reputation to act like black boxes. The weights of a neural network
can not be directly interpreted, unlike logistic regression for example. Visualization tools
have been proposed for this purpose. Algorithm like t-SNE and Umap [22] are used to
project neural networks activations(or feature maps) into 2-D or 3-D data that can be
visualized. The Umap algorithm was applied to our case. We compared the pre-trained
MobileNet before and after fine-tuning to show the evolution of the discriminative ca-
pacity induced by the training process. The algorithm was applied with 100 neighbors
with a minimal correlation distance of 0.9. We can see in Figure 5 that the two classes are
not completely separated when using the pre-trained ImageNet features. The separation
is more distinct after fine-tuning.

5. Conclusion and Future Works

The proposed lite models for segmentation and classification reached respectively 0.92%
IoU and 0.89% F1 scores with less than 200k parameters. In particular, the lite CNN
classification model has 10 times less parameters compared to a pre-trained MobileNet-
V2 model with 0.94% F1 score. A compromise between accuracy and inference speed
is necessary for a practical implementation of the existing models for real-time usage. A
previous segmentation model was already optimized for embedded execution in STM32
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Figure 5. Umap applied to the MobileNetV2 models. Points in yellow are positives samples(disease) and
points in purple are negatives samples(healthy): left) Pre-trained MobileNetV2 before fine-tuning; center) Mo-
bileNetV2 after fine-tuning; right) MobileNetV2 after fine-tuning, validation set only.

boards and Jetson Nano [23]. Better segmentation speed is expected with the current
model. Future works also includes the development of segmentation models for disease
detection and quantification. Implementation and evaluation of these models are expected
for the next campaign in late summer 2022.
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